
SageMaker end- to- end deployment process

Machine learning dev experiment

Receive demand from the business

Machine learning dev pilot

Begin pilot phase

Machine learning production development

Up to 6 months

Milestone

Objective

Timeline

Conduct 
feasibility 
analysis

Prioritisation 
of request

Feasibility considerations
Do we have data?
Is the data good enough?

Are we going 
to do this?

No

Formulate 
business 

problems to 
data science 
problem(s)

Yes

Exploration 
of data (incl 

ingestion and 
discovery)

Understand 
business problem 

and determine 
that ML model is 

worth considering

Engagement  
and feedback 

from the 
business

Solve data 
science 

problem(s)

Engagement 
and feedback 

from the 
business

Engagement 
and feedback 

from the 
business

Is there a 
need for a 

model?

END

Receive insights & 
recommendation

No

Monitor 
model 

quality in 
production

Re- build 
model

Has the 
model 
quality 

degraded?

Business 
identifies 

problem to 
solve

Engage with SEO 
for long term 
deployment 
through PI 

Process in the 
pre- PI process

Attends knowledge 
transfer session 

with SEO and CDO 
about changes to be 
done in production

Raises change 
request 
through 

ServiceNow

Complete 
knowledge 

transfer template 
and create run 

sheet for 
deployment

Schedule 
deployment 
with AS&M

Attend 
scheduled 

deployment- 
staging 

namespace

Knowledge transfer 
about changes to be 
made in production 
and walkthrough of 

run sheet

Schedules 
deployment

Deploy 
application 

(auto or 
manual)

Determines 
availabilities 
on change 
windows

Pre- deployment requirements
Establish a point of contact with AS&M in the 
event something fails/isn't running properly
Rollback procedure to verify/validate
Knowledge transfer with AS&M (who are  
maintaining the environment) so they can 
monitor/set up alerts
Ensure logs will be produced if anything fails
Verify data sources and source codes

Creation of 
predeployment 

process

Monthly Release

Is the model 
useful?

Usefulness considerations
Is there accuracy and signal in the model?
Is there feasibility?
Is there sufficient data?
Can the model run repeatedly?

Complete pilot 
template in 

Confluence (if 
not completed 

prior)

Update and 
feedback 
from the 
business

Build and 
validate  

the model
Yes

No

Model quality check
Does the model produce accurate 
predictions?
How accurate are these predictions?
Does the model work as intended?
What are the outcomes from the tests?
Has this model had any previous issues?

Model rebuilding considerations
What type of updates/changes are needed?
Will there be new infrastructure needed to be 
built? (back to PI Process)

Does model 
provide 

business 
value?

Update and 
feedback 
from the 
business

Do we 
decomission 

model?
No

No

Deploy pilot 
 model and 

measure 
outcomes

Yes

First time deployment
First stage of deployment

Look at the 
problem, translates 

information into 
EKS, creates solution 
context and failure 

modes

Confluence pilot template
Complete Confluence pilot template which 
includes:

Start- and end- date of pilot
Frequency of Business consumption of the 
model
Estimated OPEX for pilot
Details on the end- to- end inputs and outputs 
of pilot
High level description of what the model 
does
Data classification
CDO Data Governance Forum approval 
(where required)
Monitoring and tooling required for 
replication in production

Consulted 
about work 
break down

No
Consulted 

about 
application 

testing

Review and 
approval by 
SEO Change 

Management

Does the model 
use only 

strategic data 
sources?

Yes

Yes

Obtain 
approval from 

SEO Design 
Authority

CDO with the 
Business requests 

SEO to 
productionise the 
non- strategic data 
set into strategic 

platform

Note this is not a requirement for 
completion to move into pilot

Productionise 
the non- 

strategic data 
set into strategic 

platform

No

Validate and then 
incorporate 

productionised 
strategic data 

source

Knowledge Transfer Session - CDO and SEO
CDO shares all information about how the model 
runs, detailed design of the model in SageMaker 
and operational requirements (e.g. APIs in batch).

CDO provides all points from SageMaker:
Publicly available documentation on AWS 
SageMaker manuals
Metadata on CDO's models in SageMaker 
including docker image name, pipeline codes, 
model artefacts etc.
Use cases and descriptions
Requirements incl. how often, how long
Artefacts that are needed to deploy
Sets of standards
Processes
Access management
Dependencies, if applicable
Instructions to set up monitoring
Tooling required for monitoring with a list of 
input parameters and range of values that 
are within acceptable ranges
Business stakeholder details (contact and 
area)

CDO can only share what they know to have been 
successfully deployed in the SageMaker environment 
and items that are not hidden by AWS.

Knowledge 
transfer 

about model

Approval from 
Service 

Availability 
Manager (Ops)

Provide 
test cases 
to support 
monitoring

Do we have 
any existing 

patterns?

Yes

Yes

CDO and DSO 
Monthly Model 

Governance 
Forum

Monthly Model Governance Forum between 
CDO and DSO teams to review:

SageMaker Model Register including: 
proposed pilots, current pilots, and 
experiments vs OPEX budget
Exemptions regarding non- strategic data 
sources
Extensions and conclusions of pilots
Models for consideration to be 
decommissioned

Attend 
Monthly Model 

Governance 
Forum

Did test 
cases run 

successfully?

Receives 
alert 

notifying of 
failed tests

Remediate 
infrastructure 

issues

No

Attends 
knowledge 

transfer 
(consulted)

Informed 
of change 
request

Receives 
alert 

notifying of 
failed tests

No

Can the 
model be 

remediated?

Consulted on 
whether a 

model can be 
remediated

No

Yes Yes

Denotes a path that
happens concurrently to

the primary path

Attend 
knowledge 

transfer

Engaged for any 
further 

clarification incl 
operational 

requirements

Business

CDO Machine 
Learning 

Engineer / Data 
Scientist

SEO Solution 
Architect

SEO ML Ops 
Engineer

SEO AS&M 
Support

Ops

Business

CDO Machine 
Learning 

Engineer / Data 
Scientist

SEO Solution 
Architect

SEO ML OPs 
Engineer

SEO AS&M 
Support

Ops

SEO DSO 
Engineer

SEO DSO 
Engineer

Knowledge Transfer Session - SEO and AS&M
SEO DSO shares all information about how the 
model runs and operational requirements (e.g. 
APIs in batch).

Additionally SEO DSO provides:
Artefacts
Sets of standards
Processes
Solution overview, infrastructure 
requirements and timelines
Access management
Dependencies, if applicable
Instructions to set up monitoring
Tooling required for monitoring
Any other information required for AS&M to 
undertake their role
Business stakeholder details (contact and 
area)

Acceptance 
into pre- PI 
by delivery 

team

Test the 
application

Break work 
down 

further

Deliver the 
application

Commence 
PI Process

Program Increment (PI)

Attend 
knowledge 

transfer

Yes

Informed 
about the 

deployment 
of the model

Receives 
alert 

notifying of 
failed tests

Engaged as 
part of 

understanding 
the work

Notes

Consulted 
about work 
break down

Monitoring 
assisted by 
AWS 
CloudWatch?

2

2 Another path to delivery (Direct to Domain) is being created and will provide an alternative to the Program Increment process. 
However as it is still being formulated, it is not depicted in this journey.

Review 
model with 
CDO for re- 

build

Review 
model with 
SEO for re- 

build

Does the 
rebuild 

require code 
changes?

No

No

Where there are existing patterns, the model will 
not go through the PI Process. However CDO will 
still need to share any differences in the models 
during the knowledge transfer session, create a 
solution and obtain approval from SEO Design 
Authority

Yes

No

If an existing pattern exists, then a model will not need to go through the PI Process but rather skip to the following step

3

3 Where model cannot be remediated, it goes to the Monthly Model Governance Forum for review for decommissioning.

Area of contention - not finalised

Notes regarding the area of contention

CDO perspective:
CDO are not planning on building, customising and maintaining additional monitoring tools beyond what is available in SageMaker. 
Thus if the production deployment doesn't have equivalent capabilities, CDO are not able to monitor the quality of the model
The definition of monitoring is not a shared understanding across CDO, DSO and AS&M and this also needs to be agreed.

SEO perspective:
Some monitoring capabilities will be deployed with the PI18 release however these are  limited in their scope

Potential next steps:
Categorise the individual alerts (via root- cause analysis)
Determine who will be notified, mechanism for notification and responsibilities
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1
Decommissioning pilots:
- Decision is made by CDO and the Business and the outcome is communicated in the Monthly Model Governance Forum.

Decommissioning models in production:
- Where it's a standalone model that isn't complicated, a standard IT service request via My IT Central is created
- Where there are interactions with other processes (e.g. APIs), the model needs to go through the PI Process
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